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Abstract— High-quality demonstrations are necessary when
learning complex and challenging manipulation tasks. In this
work, we introduce an approach to puppeteer a robot by
controlling a virtual robot in an augmented reality setting.
Our system allows for retaining the advantages of being
intuitive from a physical leader-follower side while avoiding the
unnecessary use of expensive physical setup. In addition, the
user is endowed with additional information using augmented
reality. We validate our system with a pilot study n = 10 on a
block stacking and rice scooping tasks where the majority rates
the system favorably. Oculus App and corresponding ROS code
are available on the project website1.

I. INTRODUCTION

Recent advances in the field of robot learning from

demonstration and behavior cloning have enabled complex

manipulation tasks such as 6Dof mug flipping, sauce pouring

and spreading [1], cooking shrimp and wiping wine [2], or

serving rice and opening bottles using a bottle opener [3]. A

fundamental building block that enables these complex im-

pressive manipulation tasks are high-quality expert demon-

strations used for learning. As the learning methods are

conditioned on the camera input to diffuse the next action [1],

kinesthetic teaching approaches where the human is guiding

the robot are not applicable. This raises the need of intuitive

and reactive teleoperation systems that facilitate high-quality

demonstrations obtained from a wide range of operators.

To this end, the authors in [1] used a SpaceMouse to

control a single Franka Panda arm, while [3] related the

velocities of an Occulus Quest 2 controller to the cartesian

velocities of the robot end-effector deploying the MetaLabs

app Quest2ROS [4]. The authors in [2] designed a leader-

follower teleoperation system that allows the operator to

physically move the leader arms while in full view of

the follower arms enabling intuitive bimanual manipulation.

Such a puppeteer setup enables complex teleoperation in 6D,

as leading the arms directly is very intuitive. However, in

order to build such a setup the hardware has to be duplicated

as the leader and follower arms have to be kinematicly very

similar to make the teleoperation seamless, which doubles

the hardware needed for such a system.

In this work, we introduce a leader-follower teleoperation

system that uses Augmented Reality (AR) to realize the

leader arm, removing the need to duplicate the hardware but

still provide an intuitive puppeteer setup for the user. AR is

recognized as a pervasive technique that superimposes virtual
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Fig. 1: Our method uses an augmented reality (AR) approach

to enable puppeteering without duplication of the real hard-

ware. A virtual robot (right) is used as leader and the real

robot (left) acts as follower.

elements onto reality [5], thereby enhancing information

richness [6] and facilitating 3D visualization analysis [7].

Our system enables the user to spawn a virtual Franka panda

robot at a user-specified location using the Oculus Quest 3

AR (passthrough) mode as shown in Fig. 1. This virtual ma-

nipulator serves as the leader robot in our setup, and to move

the robot the user has to grasp it on its end-effector using

the Oculus Quest 3 controller. Once the robot is gripped,

the user can move the virtual end-effector around while the

virtual robot is adhering to the kinematic constraints a real

robot would impose - similar to a physical leader robotic arm.

The resulting joint positions are then streamed to a ROS-

TCP endpoint where a low-level joint controller mimics the

joints of the virtual robot in reality. Furthermore, the actual

position of the real robot, the follower, is relayed back to

the AR headset and visualized as a (green) semi-transparent

rendering indicating the delay of the follower robot to the

controlled robot instantly to the user. An overview of this

setup, including a resulting first-person AR view is shown

in Fig. 2.

We evaluated this setup by running a pilot study with



Fig. 2: An overview of our AR puppeteer system. The Oculus projects the virtual robot into the line of sight of the user,

who then uses the controller to grasp the virtual robot at the end-effector and subsequently move it around. The resulting

virtual joint positions are sent to a ROS Node and translated into suitable control signals for the real robot. Furthermore,

the real robot’s current joint position is relayed back to the Occulus over the same ROS node and enables the visualization

between the wanted and current position of the robotic arm by visualizing the current position as a transparent green version

of the robot. The user sees the composited augmented reality view (left) composed of the virtual robot, and the real robot.

n = 10 participants that completed two manipulation tasks of

different complexity, namely block stacking and rice scoop-

ing showing that this system enables all users to complete

such tasks to various degrees of proficiency.

In detail, our contributions are:

• A novel augmented Rreality based leader-follower tele-

operation system for the Franka Panda available on

Metas AppLabs (Puppeteer Franka)2, and

• An empirical evaluation demonstrating that our pro-

posed system excels in user experience, usability, and

preference.

II. BACKGROUND & RELATED WORK

A. Puppeteering in Robotics

Puppeteering has been used in robotics to control robotic

systems in an intuitive and human-like manner. Early work

focused on manual control interfaces, where operators di-

rectly manipulated robotic limbs using mechanical linkages

or teleoperation systems. In 2018, Holland et al. [8] com-

pared using kinematics and inverse kinematics to using

the puppeteer’s movement angles in puppeteering robots,

showing that the kinematic approach was better for robots

with more degrees of freedom. Slyper et al. [9] developed

a ”Mirror Puppeteering” system that allows users to easily

create gestures for robotic toys, custom robots, and virtual

characters by moving the robot’s limbs in front of a webcam.

Aravind et al. [10] presented a fully automated marionette

theatre featuring robot manipulators with sixteen degrees

of freedom, connected via a WIFI network to a master

controller, including a user-friendly interface for recording

puppet motions in sync with audio and video. However, there

has been limited research focused on controlling one real

2https://ar-puppeteer.github.io/#app

robot to enable another real robot to imitate its actions. A

similar study was conducted by Lúčny et al [11], where a

custom model for a humanoid robot was constructed using

pre-trained self-supervised models. The robot learns to detect

its own body’s 3D pose by leveraging features extracted from

visual inputs and predefined posture models through self-

exploration in front of a mirror.

B. Augmented Reality in Robotics

AR is used in robotics due to its enhanced visualiza-

tion and interaction capabilities [12]. In contrast to purely

VR-based approaches [13], AR technologies overlay digital

information onto the physical world, providing operators

with real-time feedback and intuitive control interfaces. In

robotics, there are several examples of research deploy-

ing AR techniques in teleoperation. Milgram et al. [14]

explored the director/agent (D/A) metaphor in telerobotic

interaction, emphasizing AR as a tool to facilitate human-

robot synergy. It introduced the ARGOS (Augmented Reality

through Graphic Overlays on Stereovideo) system, which

used overlaid virtual elements. Quintero et al. [15] harnessed

AR to robot programming using a headset and a 7-DOF

robot arm which focused on interactive functions: trajectory

specification, virtual motion previews, visualization of robot

parameters, and online reprogramming during simulation

and execution. The effectiveness of the AR interface was

validated through a pilot study. Regarding vision-based nav-

igation for autonomous humanoid robots, Mohareri et al. [16]

developed a platform for human location positioning and

navigation indoors and outdoors using mobile AR, where 3D

graphics and audio cues convey location information derived

from smartphone camera input and pre-constructed image

databases.



C. Combining Puppeteering and AR in Robotics

The integration of puppeteering techniques with AR repre-

sents a novel approach to robotic control, aiming to leverage

the strengths of both methods, with an emphasis on cost re-

duction (utilizing virtual robots/agents) and enhancing safety.

So far, research in this area has been rather limited. Beiczy

et al. [17] developed a mixed-reality teleoperation interface

tailored for mobile manipulation tasks in sensitive production

environments where human presence is restricted, enabling

operators to control the robot’s end-effector trajectory based

on virtual reality (VR) controller poses. Sakashita et al. [18]

used a VR telepresence system to remotely puppeteer a robot

while offering remote puppet manipulation based on natural

body and facial gestures. The system was demonstrated by

user studies with both novice and experienced puppeteers.

The work presented in this paper is, to the best of

our knowledge, first-ever AR-based puppeteering system for

teleoperating a real physical robot.

III. PUPPETEER YOUR ROBOT

An overview of our system is shown in Fig. 2: the user

views an integrated view from the virtual and real robot.

Similarly to a physical leader-follower teleoperation setup,

the user can grasp the end-effector of the leader, here

virtual robot and move it around while the folllower robot

is mirroring the leaders movements. To give the user an

instantaneous sense of how well the follower is following

the teleoperated commands, the position information of the

real robot is relayed back to the AR headset and an additional

rendering of a transparent robot is shown to indicate the delay

between the leader and the follower.

A. Setup and User Interface

Fig. 3 shows the app’s user interface and how the AR

puppeteering is set up. First, the app shows a greeting screen

followed by the connection screen. In the connection screen,

the user can set the ROS IP as well as the Port for the

corresponding ROS-TCP connection3. The screen will persist

until messages of the real robot state are perceived by the

app from the corresponding ROS node.

After the connection is successfully established, the user

is free to spawn the robot at a desired location. The user can

then place the controller in an arbitrary position and orien-

tation and press the ”B” button on the right-hand controller

to spawn in the robot, see Fig. 3 d & e. The user is free

to reposition the robot as many times as needed by pressing

”B” again. Once the user is satisfied with the location of

the virtual robot in the real scene, the puppeteering can be

engaged by grasping the virtual robot by the sphere around

the end-effector. As long as the users controller is in this

sphere and the ”A” button on the right-hand controller is

pressed the joint positions are relayed to the ROS node

which translates them to actual joint commands using a PD-

controller for the real robot.

3
https://github.com/Unity-Technologies/ROS-TCP-Endpoint

Fig. 3: Setup of AR puppeteering in steps: a) Greeting screen,

b) set ROS IP and Port to connect to, c) Setup completed

screen, d) Position the controller to spawn the virtual robot,

e) Virtual robot spawned, f) Pupeeterring engaged.

B. AR Puppeteer Control

Fig. 4 shows a schematic overview of how the puppeteer-

ing is realized on a control level.

To grasp the virtual robot, the user can hold the controller

in the grasp area and press and hold ’A’ button. The grasp

area is a white sphere around the end-effector, which turns

blue when the controller is within it and green when the

grasping is active. A target for the end-effector is then set

by following the motion of the controller. The target follows

around the point where the user has grasped, as if there is a

rigid link between the controller and the end-effector.

Using inverse kinematics, the desired joint targets of the

virtual robot can be computed as shown in Algorithm 1. We

first the joint configuration q̂ by setting it to the current joint

configuration q. After initializing the task space error xerror,

we iterate until the error is lower than a set tolerance ε .

We calculate x̂ via the forward kinematics where Tb−e(q̂)
is the transformation from base to end-effector, next the

error is updated in line 5. Given the new error, we calculate



Fig. 4: Overview of how the AR Puppeteer control is

realized. The virtual joint positions are obtained via Inverse

kinematics given the virtual end-effector pose. These joint

positions are then published onto a ROS topic where a PD

controller realizes them on the real robot, the kinematics of

the robot then results in the real end-effector following the

virtual one.

Algorithm 1 IK approximation

q̂← q

xerror← ∞

while xerror > ε do

x̂← Tb−e(q̂)
xerror← xtarget − x̂

dq← J+(q̂)xerror

q̂← q̂+dq

end while

the change in joint configuration dq where J+ represent the

pseudo-inverse of the Jacobian matrix. Finally, the estimate

of the joint configuration q̂ is updated, and the next iteration

starts until xerror <= ε .

In some cases, for instance around singularities or when

the difference between the current end-effector position and

the target is too large, the method for computing the inverse

kinematics may be unstable. When the method does not

converge or exceeds velocity limits in its result, the new joint

targets are not set. The grasp area will turn red to indicate

that the grasping motions are not being applied anymore.

Simply releasing the grasp and re-grasping will reset this

behavior. The velocity limits are 2m/s for the end-effector

and 1rad/s for each individual joint.

The virtual robot has to adhere to real-world physics and

is simulated by applying torques resulting from a simple

PD controller in every joint as in Eq. 1, where kp is the

proportional gain and kd is the derivative gain.

τ = kp(q− q̂)− kd q̇ (1)

Before providing the joint states of the virtual leader to

the real-world follower, we check if the virtual robot state

is close enough to the real robot state. If any joint has a

difference bigger than 0.2 rad, providing the joints will get

locked until further action is taken to re-align the virtual

robot to the real robot. The transparent robot rendering will

turn red.

If the puppeteer can safely provide the virtual joint po-

sitions, they are sent over the Unity-ROS TCP connection

to the real robot joint controller. The controller receives the

new target joint position q with a frequency of approximately

50Hz, while the main control loop of the Franka panda robot

is running at 1000Hz. To obtain a smooth trajectory, we

deploy a low-pass filter to obtain the filtered position

q̃t = (1−α) ˜qt−1 +αq (2)

where α is a smoothing factor between 0 and 1 - a low α

results in a smoother trajectory but less accurate tracking of

the desired q while a high α results in more accurate tracking

but jerky motions.

The needed joint torque is then obtained via a simple PD

controller:

τ = Kp(q̃t −qt)+Kd q̇ (3)

where Kp is the proportinal gain, Kd is the derivative gain,

and q̇ is the current joint velocity.

C. AR Puppeteer Usage

The AR leader robot is endowed with a number of

additional features that give the user more information about

the tracking performance as well as safety features that avoid

moving the virtual robot to fast.

One of the advantages of an AR-realized leader robot for

a puppeteer setup is that information from the real robot

can be sent back to the leader thus not being a simple

one-way setup. The real robot (follower) joint positions are

relayed back to the AR device and an additional transparent

robot is displayed with the same base frame as the virtual

robot indicating the current state of the real robot. The

offset in the alignment between the transparent robot and

the virtual robot gives the user instantaneous information on

how the real robot is following the leader robot as shown in

Fig. 5 (left). We color the transparent robot green when the

divergence between leader and follower is under a certain

threshold, indicating to the user also that the puppeteering

is going as it should. If the follower diverges too far, if

too high joint velocities on the virtual robot are detected,

or a communication interruption is noted, the streaming is

stopped for safety reasons and the transparent robot turns red,

indicating that the virtual leader robot first has to be realigned

with the follower (real robot), Fig. 5 (right). The user can

perform the realignment by pressing the ”X” button on the

left-hand controller, which resets the virtual leader robot to

the position of the real follower robot. After the realignment,

the user is free to resume the puppeteering.

IV. INITIAL USER EVALUATION

To empirically evaluate the efficiency of the puppeteering

system and demonstrate its practical use among end users,

we conducted a pilot study. The goal was also to assess the

system’s usability and its potential for real-world applica-

tion. We recruited 10 participants (M=7, F=3, mean=28.2,



Fig. 5: Visulisation of the state of the follower robot

overlayed as a transparent robot to indicate the alignment

between leader and follower in an intuitive way. Left: a green

transparent robot indicates the delay between the leader and

follower. Right: a red transparent robot indicates that the

follower diverged from the leader and that realignment is

needed.

SD=2.86) through the authors’ network at the local univer-

sity. From a short demographic background investigation, we

found that seven participants rated themselves as beginner in

AR, while three possessed intermediate experience with AR

before. Regarding prior exposure to robotics, the majority

(eight out of ten) rated themselves as advanced. Before

the study, all participants signed a consent form stating

that no private data would be collected and that all results

would be used solely for research purposes. Each participant

completed a post-study questionnaire after their session. This

questionnaire measured six key self-designed user experience

(UX) and usability metrics (on a 7-point Likert scale: from

strongly disagree to strongly agree) inspired by previous

literature [7], [19]–[22]: ease of use, intention to use, per-

ceived safety, perceived ease of learning, perceived workload,

and perceived likeability. Each study session for individual

participants was approximately 30 to 40 minutes including a

pre-training session. All data collection adhered to the ethical

guidelines of the authors’ home universities.

A. Procedure

To thoroughly evaluate the effectiveness of our puppeteer-

ing system in performing practical tasks, we designed and

implemented two straightforward tasks in our study: cube

stacking and rice scooping. For the cube stacking task, see

Fig. 6 (top), participants were instructed to stack cubes one

by one in a single stack placed in the white rectangle using

the gripper on the end-effector of a physical robot arm via

the puppeteer system. Participants were provided with a total

of ten cubes and were tasked with stacking as many cubes

as possible within a two-minute time limit. There were five

cubes symmetrically placed on either side of the stacking

area. The goal was to pick up these cubes and place them

into the marked square area in the middle. The number of

successfully stacked freestanding cubes at any point during

a trial served as a key performance metric.

In the rice scooping task, participants were required to

scoop rice from one bowl to another using a spoon grasped

by the end-effector, employing the same puppeteering manip-

ulation technique as in the cube stacking. The task also had a

two-minute time limit, and the weight of the rice (in grams)

successfully scooped was recorded as another performance

measure. As shown in Fig. 6 (bottom), the bowls used in the

rice scooping task are identical, with one bowl filled with

rice and the other used to receive the scooped rice being

empty at the start of the trail.

Prior to performing the tasks, each participant donned the

headset and participated in a training session. This session

allowed to practice controlling the physical robot via the

virtual robot, helping the participants to become familiar with

the system and reducing any novelty effects. All participants

were given two trials for each task. After completing both

tasks, participants were asked to fill out a brief questionnaire

(available on the project website) to provide feedback on

their user experience and the usability of our proposed

system. This feedback is crucial for assessing the overall

effectiveness and user satisfaction with the proposed pup-

peteering system. After finishing each trial, we either re-

organized the locations of the cubes to return them to their

initial positions or returned all the rice to its initial state to the

original bowl to ensure the experimental conditions remained

consistent. For all participants, the smoothing factor α was

set to 0.02 and the control gains Kp and Kd were set to

[600,600,600,250,150,50,1], [50,50,20,20,20,10,1] for the

joints 1−7 respectively.

B. Results

After all participants completed the study, we collected the

results and conducted post-study data analysis. There were

in total eight metrics investigated: two performance metrics

(the number of cubes stacked and the proportion of the rice

scooped from the original bowl), and six UX metrics as

aforementioned shown in Table I.

From the measurement of the performance metrics, we

see that our AR-based puppeteering system was capable of

supporting users in accomplishing practical tasks. In cube

stacking, most participants successfully managed to stack

over half of the cubes within the time limit, and most had

an obvious performance amelioration in that second trial.

The same phenomenon applied to the rice scooping task,

where most participants effectively scooped a certain amount

of rice via the puppeteering system and had a remarkable

performance improvement in the second trial. Regarding

the measured UX metrics, as shown in Fig. 7, all metrics

received satisfactory ratings, with the mean value of each



Fig. 6: Snapschoots of the user study. On top, the block

stacking task is shown, while the bottom depicts the rice

scooping task. The blue border marks the corresponding AR

view the participant’s experience during the trials.

scoring above 5 on a 7-point Likert scale. Generally, the

reported perceived likeability had the highest ratings, while

perceived safety had the lowest (the difference is mild).

However, according to individual responses seen in Table I,

most participants reported a high level of perceived safety for

our puppeteering system. Based on the collected results, we

are confident in concluding that the proposed system is both

empirically and practically advisable in terms of usability,

UX, and user preference.

V. DISCUSSION & CONCLUSION

In this paper, we proposed an AR-based puppeteering sys-

tem that teleoperates a physical robot through manipulating

a virtual robot in AR using a headset. Our system follows

the intuitive leader-follower puppeteering setup but cuts the

Fig. 7: Mean values of the six UX metrics from our study.

hardware requirements by realizing the leader robot arm as

a virtual robot. In addition, we can display the delay and

status via an additional transparent rendering mirroring the

real robot. One of the limitations of our framework is that

the virtual robot does not display the same amount of inertia

as a real physical robot does as the controller is significantly

lighter to move than a real robot.

Besides the system development, we implemented an

initial empirical pilot study, featuring ten participants where

most possessed a profound robotics background and limited

experience in AR. There were two tasks designed for the

study and six UX metrics were measured. The results showed

our system has the capability to finish practical robotics

tasks like grasping and moving, by merely controlling the

virtual robot and meanwhile puppeteering the physical robot.

The UX metrics revealed that users held a positive attitude

toward our system and disclosed potential interest in using

it. Why did we obtain such results? First, we believe that our

system is easy to learn, operate, and manipulate without any

complex configuration steps. Secondly, we think our system

ameliorated the safety issues considerably by only manipu-

lating the virtual robot, compared to a physical puppeteering

system involving direct interaction with a physical robot that

could cause unwanted safety consequences. In addition, the

immersion provided by our system to users is a crucial trait

in achieving high user satisfaction and likeability.

In future work, we want to extend the system to a bimanual

setup as well as extend it to arbitrary robot models.
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